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Motivation



LLMs generate fluent and informative texts

🤖
LLM

📃
Text

Instruction fine-tuning

Reasoning

Dataset generation

Wang et al. ACL 2023. Self-Instruct: Aligning Language Models with Self-Generated Instructions
Zelikman et al. NeurIPS 2022. STaR: Self-Taught Reasoner Bootstrapping Reasoning With Reasoning
Liu et al. EMNLP Finding 2022. WANLI: Worker and AI Collaboration for Natural Language Inference Dataset Creation



Retrieve-then-read pipeline in QA

The School for Good 
and Evil is a fantasy 
fairytale hexalogy of 
books by Soman 
Chainani…
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LLMs can generate context

🤖

The School for Good 
and Evil is a fantasy 
fairytale hexalogy of 
books by Soman 
Chainani…

The School for Good 
and Evil was first 
published on May 14, 
2013 by Soman 
Chainani…

Who wrote the 
school of good 
and evil

retrieve

generate

Reader
(e.g. GPT, FiD)

Question

LLM

External 
Corpus

Context

Yu et al. ICLR 2023. Generate rather than Retrieve: Large Language Models are Strong Context Generators
Sun et al. ICLR 2023. Recitation-Augmented Language Models



● Not well understood why generated passages could be more effective
● Lack robust links to prior research in QA

Motivation



Formulation



Typical formulation of QA
Guu et al. ICML 2020. Retrieval Augmented Language Model Pre-Training
Lewis et al. NeurIPS 2020. Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.
Singh et al. NeurIPS 2021. End-to-End Training of Multi-Document Reader and Retriever for Open-Domain Question Answering

Learn a distribution

Decode a string a that acts as an answer
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Learn a distribution

Decode a string a that acts as an answer

Marginalize over contexts 
in the knowledge corpus 𝓩



The gap

Helpful context c may exist 
outside of knowledge corpus!



Knowledge Corpus Error



Experiments



Goal of experiments

Question: Can we empirically observe knowledge corpus error?



Experimental setup

📃
Gold context

(human-annotated)

📃
Paraphrased context

✨
✨

🤖
LLM

Assume this as the 
best available passage from 
the knowledge corpus, i.e., 
there is no retrieval error 



Experimental setup

🤖
LLM📃

Gold context
(human-annotated)

📃✨ ✨

🤖
Reader (LLM)

💬
Answer

Paraphrased context

🤖
Reader (LLM)

💬
Answer

Any gains from paraphrasing 
should be attributed to reduced 

knowledge corpus error.



● Gain in performance across 3 benchmarks
● Degradation in QASC is excusable (check the paper for details)

Results
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